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of large datasets.

INTRODUCTION

Seismic attenuation is an important characteristic
of the medium. It is used in forward and inverse
modelling (e.g. Guo and McMechan, 2017; Mousavi
et al., 2017), determination of feasibility of detection
of seismic events (e.g. Hallo, 2012; Wiistefeld et al.,
2014) as well as interpretation of the medium
properties itself. For example, a high attenuation is an
indication of water and oil saturation (Pham et al.,
2002), while presence of methane or compressed CO,
results in even stronger attenuation (Castiello et al.,
2015). Because of this attenuation is attracting
significant attention of the oil and gas industry.
Additionally, an attenuation model is needed for
source mechanism inversions (e.g. Jechumtalova and
Eisner, 2008) and any amplitude based inversion
(such as AVO or AVA).

Eisner et al. (2013) developed a reliable method
of the effective attenuation quality factor (Q)
measurement from microseismicity using the peak
frequency of direct waves. The method is similar to
the rise time method (e.g. Tselentis et al., 2010). It is
a single station measurement, unlike to the frequently
used attenuation determination from multiple
receivers such as instantaneous frequency method
(Matheney and Nowack, 1995), frequency shift
method (Quan and Harris, 1997) or probably the most
popular spectral ratio method (e.g. Tonn, 1989;

Beckwith et al., 2017). The single receiver inversion
is useful for sparse networks where receivers are far
apart (e.g., sparse surface network) or where they are
placed in different geological conditions (e.g.,
downhole arrays).

Determination of seismic attenuation requires
significant involvement of interpreter even if as
simple method as the peak frequency is used. Manual
processing in case of large datasets can require
significant amount of time, especially if the big
portion of arrivals are noisy and cannot be used in
peak frequency analysis. This study addresses semi-
automated procedure that involves evaluation of the
peak frequencies from waveforms selected through
matched filter in case of large datasets acquired in
microseismic monitoring. We test this method on both
synthetic and two real datasets and compare manual
and automated determination of attenuation.

METHOD

Eisner et al. (2013) showed that the peak
frequency f,.. of the body waves radiated from a
shear source in an isotropic medium can be related to
the global absorption factor #* (Cerveny, 2001) by
a simple equation:

frow = — (1)

Tt
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Fig.1 a) Three examples of waveforms suitable for determination of Q factor using the peak frequency. Each

waveform has first half period of the arrival relatively unaffected by noise, but Type 2 and in particular
Type 3 waveform after zero crossing is influenced by further arrivals. Bright and dark parts with
continuous and dotted line indicate the time intervals used for the Fourier transform of each waveform.
Cosine taper is applied in the time intervals with dots.

b) Waveforms obtained with mirror imaging of the first half period of signals shown in a) i.e. the
second part of the signal is replaced by the mirror image of the first half-period of the signal.

The peak frequency is the frequency of the
maximum amplitude of ground velocity spectra of
asignal. If the attenuation quality factor in a given
medium is constant, Equation (1) may be further
simplified and re-arranged to obtain the effective, i.e.,

constant (Kjartansson, 1979), attenuation quality
factor:
Q = ”]})Eclk T (2)

where T is the traveltime of the wave (e.g., P- or S-
wave). The Equations (1) and (2) are valid for the
peak frequencies below the corner frequency of
a seismic event (Eisner et al., 2013), therefore their
application is limited to weak microseismic events
with corner frequencies significantly higher than the
observed f... Wcisto and Eisner (2016) showed that
the peak frequency can be reliably determined from
the first half-period of the signal. This method
provides more stable results than the peak frequency
determined from the Fourier transform of the time
interval corresponding to the whole arrival. It is
because we avoid later (scattered) arrivals interfering
with the further part of the direct arrival. In Figure 1a
we show 3 examples of direct arrivals of microseismic
events. Figure 1a (top panel) shows an observed direct
wave signal without the influence of the later arrivals
(we shall call it the Type 1 waveform in this study).
Such waveform yields virtually the same peak
frequency measurement for both the first half-period
and Fourier transform of the whole waveform. Other
example of observed arrival — Figure la (middle

panel) — include limited distortion — we shall call it the
Type 2 waveform. At last - Figure 1a (bottom panel) -
shows waveform with later arrival(s) that significantly
interfere with direct wave in the second half-period of
the direct wave signal — we shall call it the Type 3
waveform. The influence of interference would result
in significant error in the peak frequencies determined
from the Fourier transform of the whole signal,
nevertheless manually determined half period of the
signal can be wused for the peak frequency
determination.

Even though the manual determination of peak
frequency in the time domain is easy for individual
events, it is time consuming to carry out for large
dataset. The automation of the process that would
include suitable event selection and determination of
peak frequency is subject of this study. Initially let us
assume we can select from a dataset events with
waveform of Types 1-3 (we will show later one
possible method of such selection - the matched
filter). Let us now discuss automated peak frequency
determination as it is difficult to consistently autopick
the onset of the arrival. On the other hand, the whole
waveforms of the Type 2 or the Type 3 are not
suitable for reliable determination of the peak
frequencies from the Fourier spectra of the whole
direct arrival. The Fourier spectrum is affected by
interfering waves — we show such a spectrum in
Figure 2a (Type 3 waveform). Note that the time
intervals with data were zero padded before applying
fast Fourier transform resulting in smoothness of the
observed spectra. The influence of multiple waves
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Fig. 2 Amplitude spectra of the waveform the Type 3 of Figure 1 calculated using original signal (panel a), cut
half period (panel b) and mirrored signal (panel c). Dashed vertical line indicates the peak frequency
calculated using manual picking of the half period.

interfering with direct arrival is a problem commonly
encountered especially in downhole microseismic
monitoring where guided horizontally propagating
waves interfere. In case of large datasets, many
waveforms are likely to have second half-period
affected by the interference which would make the use
of the Fourier spectrum questionable. Alternatively,
one could consider applying Fourier transform only to
the first part of the waveform. Unfortunately, it is not
convenient approach due to the properties of Fourier
transform. To understand this let’s use standard
definition of the Fourier spectrum S(f) of the signal

s(t):

S(f)=]_s(t)exp(-i2ztf)dt ?3)

For zero frequency the Fourier transformation is
equal to the integral over the signal. The integral over
the first half-period of the signal has significant non
zero value. In such case, the signal’s integral likely
dominates the amplitude spectra and the peak
frequency of the amplitude spectrum is at zero or near
zero frequency. Figure 2b illustrates the described
issue using as an example spectra of the Type 3
waveform. The peak of the spectrum of the raw signal
(left panel) does not agree with the peak frequency
measured manually from the first half-period due to
interference with later arrival, the spectrum of the
signal zeroed after the first half-period, is dominated
by the DC component (mean amplitude of the signal).

To resolve this problem and to allow calculation
of the peak frequency in the frequency domain we
propose Fourier spectrum calculation allowing use of
the Types 2 and 3 waveforms by using modified
waveforms where the second half-period of the signal
is replaced by a mirror image (mirrored around the
zero axis) of the first half-period. In this way we
create the signal that can be used in frequency domain
to calculate the peak frequency corresponding to the

first half-period. It eliminates the above discussed
issue with the DC component as the integral over the
newly created signal is negligible. Figure 1b illustrates
modified mirrored waveforms corresponding to those
presented in Figure la, that can be further used to
determine the peak frequency using the Fourier
transformation. Fourier spectrum of created mirrored
signal is shown in Figure 2c, we can see that
frequency that corresponds to maximum amplitude of
the spectrum is close to the peak frequency obtained
with the use of half-period measured in the time
domain.

Note that to create a reliable mirrored signal we
need to follow a few common-sense steps. First of all,
we need to consider the fact that the mirroring is made
at the point of the zero crossing. Therefore,
determination of this point is crucial. We need to
remove the mean of the signal interval as a non-zero
mean may result in distortion of the zero-crossing.
This can be also ensured by appropriate filtering. We
also need to consider the fact that signals we are
dealing with are discrete. It means that the zero
crossing will not be sampled, and that simply mirrored
signal with samples taken from the original
seismogram will produce signal which will not be
equispaced in the vicinity of the zero-crossing. One
can work with non-equispaced versions of the FFT
algorithm, although, it is much easier to interpolate
the whole mirrored signal interval and apply the usual
FFT algorithms. In our study we use cubic spline
interpolation that is in common use in signal
processing due to continuous second derivatives of the
interpolated signal that it provides. If our signal is
relatively poorly sampled and the first half-period is
registered by e.g. only 3 samples it may be good to
upsample the signal in frequency domain first, and
only then proceed with the mirroring of the signal and
applying interpolation. This approach reduces possible
bias that may be introduced by numerical



260 M. Wcislo and L. Eisner

a) 400 -
200 =
q) -
o
2, A
- ATy L R
E (| ' [ 3 [ 3 ' 1. 1
< L A L LV WY v \ ' ’f YN /\\r st
alod \ \ iy ¥ \1
-200 - ¥
-400 Y \ T y T Y T \
0 0.2 04 0.6 0.8
Time [s]
D) 400 -
200 =
q) -
S
= 0 N A
o VT WW N IRV AT
€
< E
-200 =
-400 T Y T ] T Y T ]
0 0.2 0.4 0.6 0.8
Time [s]

Fig. 3

Example of preparation of waveform allowing the use of mirror technique; a) original signal (bright

dots) along with result of upsampling in frequency domain (black dots); b) signal after removal of the
mean, mirroring the signal and application of spline interpolation that result in presence of sample at

the zero crossing (bright dot).

interpolation of the signal in the time domain. The
process of mirroring of the signal is illustrated in
Figure 3.

If we have a very high quality signal without
interference of additional waves the mirror image
technique removes a portion of useful signal that can
be used to determine the peak frequency (by
cancelling incoherent noise). However, such arrivals
are rare and if they occur the peak frequency of the
full signal and mirrored signal are very consistent. To
test how reduction of the signal influences obtained
peak frequencies we apply mirror image technique to
a synthetic dataset and benchmark it with results
provided with FFT over full signal.

TEST ON SYNTHETIC DATASET

We construct synthetic waveforms
corresponding to arrivals that resemble the Type 1 —
high quality - waveforms. The time function of the
synthetic signal is using function of Fuchs and
Mueller (1971) - symmetric signal with two extremes
(peak and trough). These synthetic signals are
superimposed with real noise from surface and
downhole datasets. We use four different noise
recordings; two from the downhole microseimic
monitoring of the hydraulic stimulation of carbonate
tight formation and shale, and two datasets acquired
by surface arrays in West Bohemia (natural
seismicity), Czech Republic (Fischer et al., 2014) and
Agri Valley (possibly induced seismicity), South Italy
(Stabile et al., 2014). The synthetic dataset simulating
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Fig. 4 Example of noise free and noise contaminated synthetic signal. a) Synthetic signal with f,.u=135 Hz-

noise free, b) synthetic signal with f,.;=135 Hz and superimposed noise from downhole monitoring of
carbonatite reservoir — noise level 30 %, c) synthetic signal with fi,.x=135 Hz and superimposed noise
from downhole monitoring of shale reservoir — noise level 30 %, d) synthetic signal with fi,..=45 Hz
and superimposed noise from surface measurements from West Bohemia — noise level 30 %, e) synthetic
signal with f,.u=45 Hz and superimposed noise from surface measurements from Agri Valley — noise

level 30 %.

downhole signal used the peak frequency of 135 Hz to
reflect real peak frequencies observed in the data. The
synthetic dataset simulating signal registered at the
surface used peak frequency of 45 Hz - the value that
we can observe by monitoring with the use of surface
networks. We simulate arrivals with different signal to
noise ratio using level of noise equal 10 %, 20 % and
30 %. The noise level is the value of 90th percentile of
the absolute amplitude of noise samples relative to
the peak amplitude of the signal samples. For example
30 % of noise level means that 90th percentile of
the noise samples is 30 % of the peak amplitude of the
signal. We created 100 realizations of the noise added

to the signal (different intervals from long recoding of
noise added to the signal). Noise free synthetic
signals, as well as examples of signals with 30 %
noise level are shown in Figure 4.

Time intervals that were used to perform FFT
over both mirrored and unaltered signal were selected
manually to maintain consistency of picking. Each
manually selected interval that indicate beginning and
end of the arrival is extended by adding 3 unaltered
and 5 samples with cosine taper applied before and
after (in case of calculation of FFT over the whole
signal) selected portion of the signal. It is standard
procedure which purpose is to avoid spurious peaks in
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Fig. 5 Tests of determination of the peak frequency on synthetic datasets with different types of noise: noise 1 —
recordings from downhole monitoring of carbonatite reservoir, noise 2 — recordings from downhole
monitoring of shale reservoir, noise 3 — surface recordings from the West Bohemia, noise 4 — surface
recordings from Agri Valley; a) standard deviations of measured peak frequencies as a percentage of the

f

P!

.k Of the noise free signal; b) absolute value of the difference between the median value of the

measured peak frequencies in the each group and the true fi..« of the synthetic signal; c¢) percentage of
the signals that for FFT of the whole signal have resulted in fj,c =0

the spectra caused by cutting the signal. The standard
deviation as the percentage of the true peak frequency
of the synthetic signal, difference between the median
measured Fp. and the true peak frequency of the
signal are shown in Figure 5. In the figure we also
show how many measurements in case of use of
whole signal (without mirroring), resulted in Fe,=0.
Those measurements were not included in calculation
of median and standard deviation as they are clearly
wrong and would significantly bias the statistics while
no interpreter would take them into account.

The maximum absolute value of the error which
indicates difference between median of measured
peak frequencies and their real values is equal 8 %,
while for sets with 10 % and 20 % noise level it is
generally below 5 %. The standard deviations are
higher when we use mirrored signal which is a result
of the reduction of the useful signal used in
measurements. For low noise levels the standard
deviations of the measured peak frequencies for the
mirror image methodology are approximately 50 %
higher. It means that to obtain stable value of effective
Q we need higher number of measurements for the

mirror technique. In case of higher noise the
difference between both techniques is smaller.
Moreover, we should note that the FFT over the whole
signal results in some cases in f,.4=0, that further
reduce statistical advantage of the use of the whole
signal.

REAL DATA EXAMPLE - WEST BOHEMIA
DATASET

We further test the performance of proposed
methodology using real dataset from the swarm of
natural earthquakes in the West Bohemia, Czech
Republic. West Bohemia is seismically active region
with intra-continental seismicity which has a form of
seismic swarms with events of maximum magnitude
M, usually below 4.0 (Fischer et al., 2014). The origin
of the seismic swarm is probably related to upper
mantle/lower crust fluid activity (Briuer et al., 2009;
Fischer et al., 2014). The area was already the object
of the study concerning seismic attenuation by Wcisto
et al. (2018) who used 2008 swarm data and utilized
the manually determined half period technique of the
peak frequency method in the determination of Qp
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Fig. 6 Comparison of the measured peak frequencies using manual picking of first half period of the signal

(squares) and the mirror technique (dots).

Table 1 Summary of the peak frequency measurements and inverted attenuation factors calculated for stations
dominated by to the three different types of waveforms as illustrated in Figure 1 (Type 1: 60 arrivals,

Type 2: 46 arrivals, Type 3: 49 arrivals).

Station Median difference in fie, (%) Median Q Q standard deviation
compared to manual measurment
Mirror Whole Manual  Mirror Whole Manual  Mirror Whole
technique signal technique  signal technique  signal
Station 1 4.4 5.8 175 170 170 22 21 19
Station 2 7.4 20.2 119 116 141 10 19 23
Station 3 4.4 39.0 154 151 95 18 20 4

and Qs in the region (Q factors determined by Wcisto
et al. (2018) are consistent with results of Mousavi et
al. (2017)). We will use these manually picked peak
frequencies as a benchmark for the automated
procedure developed in this study.

For comparison we selected 3 stations (surface
broadband seismometers) which during 2008 swarm
(Horalek and Fischer, 2008) provided recordings with
different level of interference of direct arrivals.
Station 1 has direct arrivals of majority events without
any interfering waves - the Type 1 waveform (P
waves). Station 2 has direct arrivals consistently
similar to the Type 2 waveforms (S waves) — small
interference in the second part of the signal. Station 3
has direct arrivals corresponding to double arrival
consistent with the Type 3 waveform (P waves).
Figure 6 shows values of measured peak frequencies
for selected events using manual measurement of half-
period in time domain and the Fourier transform of
the mirror image of the signal. The measured peak
frequencies are consistent for both types of
measurement. The comparison of median obtained
values of Q and their standard deviations for both
techniques and FFT of the whole direct signal is
shown in Table 1. The differences between medians of
the peak frequencies for the half period and mirror
technique are statistically insignificant for all stations,

while the Fourier spectra of raw data provides reliable
results only for the Type 1 recordings that corresponds
to high quality waveforms without interference of
later arrivals. Therefore, we may conclude that mirror
technique provides a consistent measurement with
manual processing. Note that mirror technique and
manual picking of half-periods in time domain result
in comparable standard deviations of the measured Q
(elimination of two obvious outliers for the Station 2
waveforms in case of mirror technique measurements
results in similar standard deviations for this station).

MATCHED FILTER SELECTION OF EVENTS
SUITABLE FOR AUTOMATED PEAK FREQUENCY
DETERMINATION

The use of the mirror technique to determine the
peak frequency allows the automation of the peak
frequency measurement. However, such automatic
determination cannot be applied to all detected events
as some events may have arrivals corrupted by noise
or interfering waves. These complex waveforms
cannot be used to reliably determine the peak
frequency (and attenuation) as the frequency content
of the direct arrival may result from complex wave
propagation and interference (examples of such
waveforms are shown in Figure 7). To overcome this
issue we can select events by visual inspection of
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Table 2 Summary of inverted Q for manual and automatic procedure. The manual determination of quality factor is
based on half-period technique and automated processing is based on correlation selection and mirror

image techniaue.

Station Median Q Standard Deviation
Manual processing  Automatic processing Manual processing  Automatic processing
Station 1 175 174 22 20
Station 2 119 116 10 10
Station 3 154 148 18 18
1 = should not cut the useful signal of selected events.
05 — Nevertheless, if the SNR is not high, it may
0 significantly increase the scatter in the obtained
© -05 — frequencies. To limit the duration of the signal and
= _ 1 therefore, influence of the noise we can follow 2 steps
E= A procedure:
% 0.5 — 1. First we can select long interval for calculations
.g 0 — W and proceed with determination of peak
8 05 — frequencies.
T 1 4 2. Refinement can be done with the new time
£ 17 intervals that correspond to the length of direct
§ 0.5 — arrival calculated from values of peak frequency
0 — A in the first step that is extended by a constant
05 — factor, e.g. factor of 1.5 or 2.0.
-1 T I T I T | That ensures that each individual event would
0 0.4 0.8 4o have customized length of interval used for
Time [s] calculations.
We test the determination of the peak frequency
Fig.7 Examples of high signal-to-noise ratio by the mirror technique on events selected by the

waveforms not suitable for determination of
the peak frequency because they do not have
distinguishable single direct arrival.

waveforms of detected events, which is the most
reliable but also time consuming method.
Alternatively we propose the use of the matched filter
selection (Eisner et al., 2008; Caffagni et al., 2016).
This selection uses template waveforms (so called
Master events) to detect similar seismic events (e.g.,
Forghani-Arani et al., 2013) and is used in automatic
picking by the industry (Schaff and Richards, 2014).
If we select a template event with a clear simple
arrival which is suitable for peak frequency mirror
image determination, the matched filter will identify
events with similar single arrival waveforms. It
generally eliminates waveforms with complex arrivals
as scattered arrivals after the first one will not
correlate with the simple template waveform. As
result cross correlation analysis may help in selection
of waveforms suitable for determination of the peak
frequency. The selection process is mostly reduced to
the choice of the template event(s).

Another aspect of automatization is determinat-
ion of the time interval used to calculate FFT of the
mirrored signal. In principle it may be easily done by
selecting significantly longer interval than the interval
of the peak period of the master. In this way we

matched filter. For each station used in the previous
section we selected high SNR event with waveforms
without guided and scattered waves. Specifically, in
case of the Station 3 characterised by the most
complex arrivals, we carefully selected an event with
waveform from which the first half period of the
direct arrival could be used for the peak frequency
determination. The template interval was starting two
peak periods before and two peak periods after the
arrival. That prevents random oscillation to be picked
by the filter. We used these templates to detect and cut
events in 3 hours of continuous data. 75 detections
with the highest value of correlation were selected for
each station. They all included direct wave arrivals as
multiple events were recorded during the investigated
3 hours.

We used these detections for the determination
of the peak frequency by the mirror technique. In
addition, for each station these 75 waveforms were
visually inspected to ensure that waveforms were
suitable for peak frequency method. Two waveforms
were excluded from the analysis for the Station 1 and
seven waveforms were excluded for the Station 3 as
the result of visual inspection as they had the first part
of the signal distorted. Note, that the visual inspection
of only already matched events is much faster than
selection from all events. Application of mirror
technique was conducted according to the rules
described in the previous parts of the study. Table 2
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Table 3 Results of analysis of the influence of master-event selection on the median f,, in the picked by cross-

correlation of waveforms.

Station Station 1 Station 3

Master event fcax 21.1 25.2 30.5 Manual selection 19.8 23.1 29.8 Manual selection
(no master event) (no master event)

Nr of measurments 74 75 74 60 73 75 60 49

Median measured 25.0 259 275 25.3 22.1 23.7 27.5 23.6

fpeak

Standard deviation 30 32 3.0 33 34 4.1 4.0 3.1

Max measured f,.,x 30.5 32.8 359 329 32.0 32.8 359 30.5

Min measured f,.x 19.1 198 214 17.9 18.3 16.8 19.1 18.1

shows the results of this test in comparison to
manually selected and picked events from Table 1.
The median Q values are consistent within the
uncertainty of the measurement; additionally the
uncertainties of both methods of measurements are
comparable.

We note in passing that the matched filter
detection may bias selection of events by filtering
those with similar frequency content as cross-
correlation can be understood as filtering (in
frequency domain). However, matched filters usually
select repeated events from similar source location
and such events produce waveforms resulting from
similar attenuation effect as the locations are similar.
Thus, if we consider microseismic events, the peak
frequencies of those direct arrivals are similar.
Nevertheless, we shall show on a real dataset that the
use of matched filter does not significantly restrict
selection of events and we still obtain events with
significantly different values of f.. To do it we
selected several waveforms with single arrivals which
were used as master events for the Stations 1 and 3.
These stations are characterised by the higher standard
deviation of the attenuation measurement which
indicates higher variability of the signal. Each selected
template event had a different peak frequency: one
higher, one lower and one similar to the median fjeax
of manually selected waveforms. For each Master
event, we took 75 matched filter detections with the
highest correlation coefficient. We have excluded
obviously distorted events with interference in the
first half period of the signal (especially for Station 3).
Table 3 summarizes results of this test which provides
following conclusions:

e peak frequency of master event affects the
median peak frequencies of the selected set of
events,

e the median peak frequency of the events detected
with given Master event with higher or lower
value of the f,, than the average is closer to
average than the peak frequency of the Master
event itself,

e for investigated dataset the use of the Master
event does not result in reduced standard

deviation — we still select events with variety of
peak frequencies with significant difference
between minimum and maximum measured peak
frequency.

Note that difference in median peak frequency of
selected events does not linearly translate into
difference in calculated attenuation coefficient Q as
the calculation includes both peak frequency as well
as the traveltime (Eq. 2).

Based on the tests of the matched filter selection
we propose the following steps in automated
determination of attenuation from a dataset of
microseismic events:

1. Select high-quality
a catalogue.

2. Use correlation detection to select group of high-
quality events that are likely suitable for
determination of the peak frequency using mirror
technique.

3. Inspect visually detected events and select events
that are suitable (cut unsuitable events).

4. Determine peak frequencies of the detected
events.

5. Repeat steps 1-4 for various masters.

Proposed workflow with the use of different
masters allows selection of a broad group of events
with range of measured peak frequencies which
represent given dataset. In case of noisy datasets, it
allows selection of suitable waveforms, without time-
consuming manual preselection. This procedure limits
influence of the interpreter on the results of
measurements as well.

Master event from

DOWNHOLE MONITORING DATASET

We test the proposed workflow using a dataset
acquired during hydraulic fracturing of Permian basin
Wichita Albany in Texas, United States that took
place in 2015. Hydraulic fracturing was made in
dolomite rocks which were fractured in 21 stages.
Stages 9-14 were used for this study as they were the
closest to the monitoring borehole. Monitoring array
consisted of 24 downhole geophones (sampling
frequency 4000 Hz) which were located in a vertical
borehole. We used events from stage 12 as it had the
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Fig. 8 3D view of geophones and stage 12 events location (there is a pair of 2 geophones at each given depth).
Events are represented by asterisks, geophone locations are represented by triangles.

Table 4 Measured Qg for the hydraulic fracturing dataset.

Geophone Median measured Qs Standard deviation
Manual Automatic Manual Automatic

No. 1 176 187 42 41

No. 4 153 165 37 45

No. 6 172 188 41 46

highest number of detected events. Event locations
from this stage are shown in Figure 8. Average
distance between the closest receiver and events is
approximately 300 meters. We measure effective
S-waves attenuation only because P-wave signal to
noise ratio is too low for reliable measurement.

After brief visual inspection we selected 3
receivers — Receivers 1, 4 and 6, whose recordings
contained a number of waveforms. We need to note
that majority of the registered events were not suitable
for the determination of peak frequencies which would
make manual selection of waveforms particularly time
consuming. For each receiver we selected a clear
waveform (not necessarily of the same event) which
was used as the Master in matched filter detection of
approximately 2 hours of continuous data. This way
for each receiver we selected 50 matched filter
detections with highest value of cross-correlation. We
inspected them to exclude waveforms which have first
half period distorted or do not correspond to the direct
arrivals. For Receiver 1 we removed 7 events, for
Receiver 4 — we removed 6 events and for Receiver 6
— we removed 8§ events. Selected Master events and
examples of waveforms picked by the above selection
process are shown in Figure 9. The peak frequencies

calculated using selected waveforms were used for
determination of attenuation factor. Summary of the
calculated Qg using automatic mirror technique and
manual picking of first half period is presented in
Table 4.

Similarly to the case study of the West Bohemia
dataset the calculated attenuation is very similar for
manual and automated technique. Median values do
not differ by more than 10 %. Lower attenuation
factor (hence lower measured peak frequencies) of S-
waves for all 3 geophones calculated using manual
technique may result from interpreter’s picking
patterns of selection of the onset. Standard deviations
of measured attenuation quality factors are higher than
in the case of West Bohemia, nevertheless they are
still relatively low for attenuation inversion (Tonn,
1989). The scatter may also result from attenuation
heterogeneity of the layered formation or may be
caused by hydraulic fracturing or attenuation
anisotropy (e.g., Cerveny and Psenéik, 2008).
Measured Q is high in comparison to majority of
reservoirs (Delle Piane et al., 2014; Shekar and
Tsvankin, 2012), nevertheless obtained values are
consistent with results of Adam et al. (2009) who
analysed attenuation of dolomites in slightly higher



FAST DETERMINATION OF ATTENUATION FROM MICROSEISMICITY ...

267

1
a) 05 Geophone 1 b)
0
© 05
kel
ER
= 1 —
[ .
g o5 ] Geophone 4
E .
- 0
2 05
g
5 05 Geophone 6
S o
0
-0.5
L L L L L LA DL L AL L e LR DL L DL L
0 0002 0004 0006 0008 001 O 0002 0004 0006 0008 0010 0002 0.004 0.006 0.008 0.01
Time [s] Time [s] Time [s]
Fig. 9 a) Raw waveforms of Master events (1 for each selected geophone) used for cross-correlation analysis;

b) examples of two detected by cross-correlation waveforms for each selected geophone.

bandwith (on average 500 - 800 Hz in our case). Note
that the frequency of the master-event did not resulted
in biased selection as master events have calculated
peak frequency 770, 780 and 680 Hz and median
peak frequency of the waveforms picked by cross-
correlation are 585, 670 and 675 Hz with standard
deviation of 135, 165 and 120 Hz respectively.

CONCLUSIONS

We have developed the mirror technique to
calculate the peak frequency and attenuation from
microseismic events. We show that this technique is
consistent with the manual processing using half-
period technique. Use of peak frequency values
obtained from the Fourier Spectra analysis of mirrored
signal excludes subjectivity of the manual picking of
the first half-period. Additionally we show that the
matched filter detections may be used to automatically
select the waveforms suitable for automated
processing. The combination of these two methods
provides technique of quick semi-automatic Q
determination.
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