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ABSTRACT

Improper selection of modal decomposition numbers and penalty factors in Variational Modal Decomposition (VMD) can result in over-decomposition and under-decomposition issues, impacting the analysis of high-precision Global Navigation Satellite System (GNSS) time series for geodynamics and geophysics research purposes. This work shows a new WOA-VMD-SSA (WVS) denoising method combining Whale Optimization Algorithm (WOA) and the VMD together with the Singular Spectrum Analysis (SSA) method. Simulated data comprising a combination of Flicker noise plus White noise (FN+WN) and General Gauss-Markov plus White noise (GGM+WN) were utilized in our experiments. That the simulation results show that WVS root mean square error (RMSE) decreased by 0.88 to 0.91nm compared to Empirical Mode Decomposition (EMD), Ensemble Empirical Mode Decomposition (EEMD) and Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN). The signal-to-noise ratio (SNR) and correlation coefficient (CC) increased by 1.08 to 1.12 dB and 0.17 to 0.18, respectively. And the WVS method has the smallest difference from the true value. Finally, experimental analysis was conducted by using the vertical component of the GNSS time series from 100 GNSS sites located in the west coast of the USA. The real data results show that compared with EMD, EEMD and CEEMDAN methods, WVS can effectively reduce the uncertainty of station velocity and obtain more accurate velocity values, which is consistent with the conclusions of our simulations. Besides, the WVS algorithm can adaptively determine the optimal parameters for VMD decomposition, and it is also more efficient in time series noise removal.

1. INTRODUCTION

With the rapid development of space observation technologies, the International GNSS Service (IGS) reference stations worldwide have accumulated more than 20 years of data (Shen et al., 2019; Bock and Melgar, 2016; He et al., 2020), providing important data support for studying crustal deformation and plate tectonic motions (Fernandes et al., 2004; Serpelloni et al., 2013; Montillet et al., 2015; He et al., 2017). However, due to various factors, e.g., multipath effects, clock errors, tropospheric delays, the GNSS time series contain complex noise (i.e., coloured and white noises), and exhibits nonlinear changes (e.g., post-seismic relaxation), which impact on the estimation of GNSS station velocity (Tregoning and Watson., 2009; Han et al., 2006). Therefore, reducing the amplitude of the noise in GNSS time series is of great significance for the research and analysis of GNSS time series.

For the denoising of GNSS time series, a Kalman filter can be used to estimate the position, velocity, and clock bias of a receiver, and to reduce the effects of signal errors and noise. It is a recursive filter that continually updates the estimate and covariance matrix in order to adapt to changing environmental and noise conditions. However, in case of a high amplitude noise or an inaccurate model, this filter may not effectively remove the noise (Meinhold and Singpurwalla, 1983). The wavelet packet decomposition denoising algorithm proposed by Mosavi et al. (2017) is a signal denoising method based on wavelet transforms. The basic functions of wavelet packet decomposition have good locality in time and frequency, which can better capture local features and details of the signal. However, threshold processing may filter out small details in the signal, which may lead to the loss of some important information (Yen and Lin, 2000; Mosavi et al., 2017; El-Hendawi and Wang, 2020).

Singular Spectrum Analysis (SSA) is a signal analysis and denoising method based on matrix decomposition. It has good ability to capture short-term changes, and the algorithm can process linear and nonlinear signals (Elad and Aharon, 2006; Alexandrov, 2008). However, it has high computational complexity, and the number of
eigenfunctions obtained from the decomposition may be more than the actual number of eigenfunctions in the signal, requiring further processing based on the actual situation (Vautard et al., 1992).

The Empirical Mode Decomposition (EMD) algorithm proposed by Huang et al. (1998) is suitable for processing nonlinear and non-stationary signals, and it is an adaptive denoising algorithm. But it has endpoint effects and mode mixing problems (Huang et al., 1998; Montillet et al., 2012). To address the mode mixing problem of the EMD algorithm, Huang et al. (2009) proposed the Ensemble Empirical Mode Decomposition (EEMD) algorithm and the Complementary Ensemble Empirical Mode Decomposition (CEEMD) algorithm. By adding white noise to the signal to be decomposed before the EMD decomposition, the mode mixing problem in the EMD decomposition is efficiently suppressed. Both algorithms can handle different types of signals, making them suitable for denoising nonlinear and non-stationary signals. However, there may be large errors when decomposing low-frequency signals (Wu et al., 2009; Lei et al., 2009; Jiang et al., 2013; Wang et al., 2015; Agnieszka and Dawid, 2022; Li et al., 2015; Liu et al., 2020). The Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) algorithm decomposes the original signal into a series of Intrinsic Mode Functions (IMFs), and performs multiple decompositions on each IMF to form multiple sets of IMFs. The final decomposition result is obtained by averaging these IMFs, avoiding the problem of the misalignment of the final ensemble average caused by the differences in the decomposition in IMFs (Xiao et al., 2018; Xiong et al., 2019). However, it requires in general a large amount of processing time (Dey et al., 2021; Wang et al., 2021).

The Variational Mode Decomposition (VMD) algorithm was proposed by Dragomiretskiy and Zosso (2013). The VMD method avoids the mode mixing problem and has better computational efficiency, and is widely used in signal denoising research. It simplifies the process of mode decomposition and exhibits excellent separation performance. However, the VMD algorithm requires manually setting the parameters. When the number of decompositions (k) and the penalty factor (α) are not selected properly, the noise reduction cannot be effectively achieved (Humphrey et al., 1996; Xu et al., 2021):

\[
\min \left\{ \sum_{k} \left[ \int \left( \delta(t) + \frac{1}{\pi t} \right) u_k(t) e^{-j\omega t} dt \right]^2 \right\}
\]

In the equation, \( \{u_k\} = \{u_1, u_2, \ldots, u_k\} \) are the k modal components, \( \{\omega_k\} = \{\omega_1, \omega_2, \ldots, \omega_k\} \) are the frequencies corresponding to the k modal components, \( \delta(t) \) is the pulse function, and \( f \) is the input signal.

By introducing the second-order penalty factor \( \alpha \) and the Lagrange multiplier \( \lambda(t) \), Equation (1) can be transformed into an unconstrained variational problem. The obtained extended Lagrangian expression is (Humphrey et al., 1996; Xu et al., 2021):

\[
\mathcal{L}(\{u_k\}, \{\omega_k\}, \lambda) = \alpha \sum_k \left[ \delta(t) + \frac{1}{\pi t} \right] \left[ \int u_k(t) e^{-j\omega t} dt \right]^2 + \|f(t) - \sum_k u_k(t)\|_2^2 + \lambda(t) f(t) - \sum_k u_k(t)
\]

Where \( \alpha \) is the penalty factor, and \( \lambda(t) \) is the Lagrange multiplier. Using the Alternating Direction Method of Multipliers (ADMM), continuously alternating the updates of \( \hat{u}_k^{n+1} \), \( \omega_k^{n+1} \) and \( \hat{\lambda}^{n+1} \) to obtain the optimal value of Equation (2).

An improved method for secondary denoising of the SSA algorithm based on comprehensive evaluation indicators is adopted. It helps with studying crustal movement, deformation, and plate tectonic motion. The remaining sections of this paper are organized as follows: Section 2 introduces the background theory of VMD, SSA and the flowchart of the WVS algorithm. Section 3 verifies the WVS method by simulating time series with random noise and analyzes the up component of the time series for 100 sites located along the west coast of the USA. Section 4 concludes our study.

2. PRINCIPLE AND METHOD

2.1. VARIATIONAL MODE DECOMPOSITION

The VMD decomposition considers that each signal is composed of several IMFs with specific center frequencies and limited bandwidths. It is a process of constructing and solving a constrained variational problem. The variational model is such as (Humphrey et al., 1996; Jin et al., 2022):

\[
\min \left\{ \sum_{k} \left[ \int \left( \delta(t) + \frac{1}{\pi t} \right) u_k(t) e^{-j\omega t} dt \right]^2 \right\}
\]

In the equation, \( \{u_k\} = \{u_1, u_2, \ldots, u_k\} \) are the k modal components, \( \{\omega_k\} = \{\omega_1, \omega_2, \ldots, \omega_k\} \) are the frequencies corresponding to the k modal components, \( \delta(t) \) is the pulse function, and \( f \) is the input signal.

By introducing the second-order penalty factor \( \alpha \) and the Lagrange multiplier \( \lambda(t) \), Equation (1) can be transformed into an unconstrained variational problem. The obtained extended Lagrangian expression is (Humphrey et al., 1996; Xu et al., 2021):

\[
\mathcal{L}(\{u_k\}, \{\omega_k\}, \lambda) = \alpha \sum_k \left[ \delta(t) + \frac{1}{\pi t} \right] \left[ \int u_k(t) e^{-j\omega t} dt \right]^2 + \|f(t) - \sum_k u_k(t)\|_2^2 + \lambda(t) f(t) - \sum_k u_k(t)
\]

Where \( \alpha \) is the penalty factor, and \( \lambda(t) \) is the Lagrange multiplier. Using the Alternating Direction Method of Multipliers (ADMM), continuously alternating the updates of \( \hat{u}_k^{n+1} \), \( \omega_k^{n+1} \) and \( \hat{\lambda}^{n+1} \) to obtain the optimal value of Equation (2).

\[
\hat{\mu}_k^{n+1}(\omega) = \frac{\hat{\mu}_k^{n}(\omega) + \lambda(\omega)^{n} + \hat{\lambda}(\omega)}{2}
\]

\[
\omega_k^{n+1} = \frac{\int_{\omega_k}^{\omega_k+1}(\omega) d\omega}{\int_{\omega_k}^{\omega_k+1}(\omega) d\omega}
\]

\[
\hat{\lambda}^{n+1}(\omega) = \hat{\lambda}(\omega) + \tau \left( \hat{f}(\omega) - \sum_k \hat{\mu}_k^{n+1}(\omega) \right)
\]

Where \( \hat{f}(\omega), \hat{\mu}_k(\omega), \omega_k^{n+1}(\omega) \) and \( \hat{\lambda}(\omega) \) represent the Fourier transforms of \( \hat{f}(t), \hat{\mu}_k(t), \omega_k^{n+1}(t), \lambda(t) \), \( n \) is the number of iterations, \( \tau \) is the iteration step size.

To solve these problems, A WOA-VMD-SSA(WVS) method is proposed here we use the WOA optimization algorithm to determine the optimal parameter combination \( (k, \alpha) \) of the VMD algorithm.
When Equation (6) is satisfied, the iteration ends and the $N_i$ (i=1…k) IMF components are obtained, where $\varepsilon$ is the convergence tolerance ($\varepsilon>0$).

$$\sum_{i=1}^{\infty} \frac{L^2_{N'_i}}{N'_i} < \varepsilon$$  \hspace{1cm} (6)

### 2.2. SINGULAR SPECTRUM ANALYSIS

SSA is a method for studying and analyzing the nonlinear signals. It first selects $1/N/2$ window length $M$ within the interval $a$ and constructs an $N*M$ trajectory matrix for the time series of length $N$. The construction is in the form of Equations (7) and (8) (Vautard et al., 1992).

Original time series:

$$x_i = [x_1, x_2, \ldots, x_N]$$  \hspace{1cm} (7)

Trajectory matrix:

$$X_{MN} = [x_1, x_2, \ldots, x_N] = [x_1, x_2, \ldots, x_{N-M+1}]$$

$$[x_2, x_3, \ldots, x_{N-M+2}]$$

$$\vdots \quad \vdots \quad \vdots$$

$$[x_M, x_{M+1}, \ldots, x_{MN}]$$  \hspace{1cm} (8)

where $z$ is defined as:

$$Z = N - M + 1$$  \hspace{1cm} (9)

Subsequently, the eigenvalues and eigenvectors of the trajectory matrix are estimated by diagonalizing the matrix, and arranging the diagonal elements in descending order. Determining the components of the time series for reconstruction. The reconstruction formula is shown in Equation (10).

$$y_i = \left\{ \begin{array}{ll}
\frac{1}{\sum_{M=1}^{\infty} M_{J,M}^Z} y_{1\text{is}M} x_{M,J,M-N+1} & \\
\frac{1}{\sum_{M=1}^{\infty} M_{J,M}^Z} y_{2\text{is}M} x_{M,J,M-N+1} & \\
\frac{1}{\sum_{M=1}^{\infty} M_{J,M}^Z} y_{N-1\text{is}M} x_{M,J,M-N+1} & \\
\frac{1}{\sum_{M=1}^{\infty} M_{J,M}^Z} y_{N\text{is}M} x_{M,J,M-N+1} & \\
\end{array} \right.$$  \hspace{1cm} (10)

where $y_i$ represents the reconstituted time series after grouping. $x_{M,J,M-N+1}$ is the reconstituted time series. $N$ is the length of the time series. $M$ is the window length, and $Z$ is $N - M + 1$.

### 2.3. WOA-VMD-SSA

The WOA algorithm is an optimization algorithm based on the social behavior of whales. It achieves optimization by simulating the feeding behavior of whale. The basic idea is to transform optimization problems into the process of finding the optimal solution in the search space. The algorithm initializes by randomly generating a certain number of candidate solutions as the initial whale population. Each candidate solution is referred to as one whale. Next, the whale will move and adjust its position according to its position and fitness value (Mirjalili and Lewis, 2016).

Here, the envelope entropy function is selected as the fitness function for optimizing VMD parameters using the WOA algorithm. The envelope entropy represents the sparse characteristics of the original signal. When there is more noise in the IMF, the envelope entropy value is larger, and vice versa. The principle of envelope entropy is shown in Equation (11) (Jin et al., 2022).

$$\{E_p = -\sum_{j=1}^{N} p_j \log p_j \}$$

$$\{P^j = a(j)/\sum_{j=1}^{N} a(j) \}$$  \hspace{1cm} (11)

where $a(j)$ is the envelope signal of the k modal components obtained by Hilbert demodulation of VMD decomposition; $P^j$ is the normalization of $a(j)$; $N$ is the number of sampling points. The Hilbert formula (12) is as follows.

$$a(j) = x(t) * \frac{1}{\pi t}$$  \hspace{1cm} (12)

where $x(t)$ represents the k modal components obtained from the VMD decomposition.

For the high-frequency noise obtained after VMD decomposition, the SSA algorithm with a comprehensive evaluation index as the classification index will be used for secondary denoising to improve the denoising effect. The specific process of the WVS denoising method is as follows, flowchart of WVS method as shown in Figure 1.

**Step1:** Set the VMD parameter range and WOA algorithm initialization parameters. In the experimental process, Select separately $k \in (2,10)$, $k \in (2,15)$, $k \in (2,20)$ and $\alpha \in (10,5000)$, $\alpha \in (10,10000)$. To ensure the completeness of signal decomposition in the experiment, this article selects $k \in (2,20)$, $\alpha \in (10,10000)$ as the VMD parameter range. The best search proxy number n for WOA is 30, and the number of iterations L of optimal convergence value is 10 (Xu et al., 2021). Half the length of the time series to be denoised is used as the SSA window length (Hassani et al., 2011).

**Step2:** Use the WOA optimization algorithm with the minimum value of envelope entropy as the fitness function to calculate the optimal number of modes $k$ and the penalty factor $\alpha$, and use the optimal parameters for time series VMD decomposition.

**Step3:** Reconstruct the time series by sequentially summing each IMF decomposed by VMD, and calculate the $T$ (comprehensive evaluation index) for each reconstructed time series. When the $T$ value is the smallest, the corresponding reconstructed time series is the denoised time series, and the remaining IMF components are regarded as high-frequency noise.

**Step4:** The high-frequency noise in step 3 is further denoised by SSA. The SSA decomposition results are classified by comprehensive evaluation indexes, extracting denoising time series, and combined with the denoising time series in step 3 to form the final denoising time series.
3. EXPERIMENT ANALYSIS AND DISCUSSION

3.1. DESIGN OF WVS SOFTWARE ON GNSS TIME SERIES NOISE REDUCTION

To implement the WVS denoising method described in the previous section 2.3, a noise reduction software based on MATLAB named WVS was designed for the denoising method proposed in the previous section. The main interface of the software is shown in Figure 2. The software can be launched by running “WOA-VMD-SSA.m”. The software includes four modules: data import, denoising processing, data plots and result analysis. Data import module includes the import of simulation data and station measured data. The simulated data includes time-varying signal simulation with colored noise and periodic signal simulation with colored noise. The denoising processing module provides four methods: WVS, CEEMDAN, EEMD and EMD. Result analysis
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Fig. 3 FNWN with added random noise simulation time series.

module evaluates the denoising results using root mean square error (RMSE), correlation coefficient (CC) and signal-to-noise ratio (SNR) as evaluation indicators. RMSE is a commonly used method for measuring the error between data before and after denoising. The smaller the value, the better the denoising effect. CC indicates the degree of the relationship between data before and after denoising and the higher the value, the better the preservation of the basic characteristics of the data. SNR is the ratio of the signal strength to the noise strength and can be used to evaluate the clarity and reliability of the signal. The higher the value, the less noise it contains. Based on the developed software, the effectiveness of the WVS method for denoising time series signals was validated using simulated data with colored noise added to a time-varying signal and a periodic signal together with real GNSS times, for details see in later section 3.2.

3.2. DENOISING ANALYSIS OF SIMULATED GNSS TIME SERIES

Many scholars believe that FNWN and GGMWN noise models are the optimal noise models for GNSS vertical coordinate time series. Therefore, we chose FNWN and GGMWN stochastic noise models in our simulations (Williams et al., 2004). Each time series are generated using the Hector software (Bos et al., 2013; He et al., 2017) with parameters specified in Table 1 for the Flicker Noise + White Noise (FN+WN) and General Gauss-Markov + White Noise (GGM+WN) models. In addition, a random noise is added to the simulated time series. The WVS software is used to import the station data and the EMD, EEMD, CEEMDAN and WVS methods are applied to the simulated data. An example of simulated time series is shown in Figure 3.

The optimal parameters of the VMD decomposition can be obtained through the algorithm results, which are \( k = 9 \) and \( \phi = 3670 \). The simulated FNWN time series is decomposed using the VMD algorithm with this optimal parameter combination. The results are shown in Figure 4 using the simulated time series in Figure 3.

Figure 4 displays the 9 IMFs from the VMD decomposition. In order to extract any useful signal and determine the boundary between high-frequency and low-frequency signals in the IMF components, the 9 IMFs are sequentially added together and reconstructed. The comprehensive evaluation indicators are used to calculate the indicator values \( T \) of the reconstructed time series. The statistical results are shown in Table 2.

<table>
<thead>
<tr>
<th>Site</th>
<th>Driving Noise</th>
<th>Fraction FN/GGM</th>
<th>Fraction WN</th>
<th>value of d</th>
<th>1-phi</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNWN</td>
<td>2.3</td>
<td>0.95 (FN)</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GGMWN</td>
<td>2.3</td>
<td>0.99 (GGM)</td>
<td>0.01</td>
<td>0.75</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 2 Comprehensive evaluation indicator results.

<table>
<thead>
<tr>
<th>Index</th>
<th>( \sum_{i=1}^{9} \text{IMFi} )</th>
<th>( \sum_{i=1}^{8} \text{IMFi} )</th>
<th>( \sum_{i=1}^{7} \text{IMFi} )</th>
<th>( \sum_{i=1}^{6} \text{IMFi} )</th>
<th>( \sum_{i=1}^{5} \text{IMFi} )</th>
<th>( \sum_{i=1}^{4} \text{IMFi} )</th>
<th>( \sum_{i=1}^{3} \text{IMFi} )</th>
<th>( \sum_{i=1}^{2} \text{IMFi} )</th>
<th>( \sum_{i=1}^{1} \text{IMFi} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>0.36</td>
<td>0.30</td>
<td>0.28</td>
<td>0.27</td>
<td>0.28</td>
<td>0.33</td>
<td>0.40</td>
<td>0.52</td>
<td>0.64</td>
</tr>
</tbody>
</table>
From Table 2, it can be seen that for \( i = 4 \) the minimum value of 0.27 is reached. Therefore, it is considered that IMF5-IMF9 are associated with the high-frequency noise. The SSA algorithm is used to further denoise the time series. The signal is classified by using the comprehensive evaluation index after SSA algorithm decomposition, and the (useful) signal is extracted and combined with the reconstructed time series using IMF1-IMF4. The EMD, EEMD and CEEMDAN methods are also used for comparison with the proposed method. Figure 5 displays the results with all the algorithms. Due to the fact that the real signal is known, it allows to estimate the difference between the results from the algorithms (EMD, EEMD, CEEMDAN, WVS) and the true value using three indicators (i.e. RMSE, SNR, CC). The statistical results are shown in Table 3.

Figure 5 and Table 3 show that the WVS method has a better fitting effect and retained more useful signals compared to EMD, EEMD and CEEMDAN methods. The RMSE is reduced by 0.91 mm, 0.88 mm, 0.91 mm, respectively. The SNR increases by 1.12 db, 1.08 db, 1.08 db, respectively. The CC also increases by 0.18, 0.17, 0.18, respectively. The small RMSE indicates that the extracted signal closer to the real simulated signal. The SNR can reflect the proportion of signal to noise. A high SNR indicates better denoising effect. The CC can measure the linear relationship between the extracted signal and the simulated time series. A high CC indicates a strong similarity between the denoised signal and the real signal. We conclude that the noises reduction effect of the WVS method is better than that of EMD, EEMD and CEEMDAN methods. Furthermore, this study uses Hector software (Bos et al., 2013) to calculate the velocity and velocity uncertainty of simulated data and denoised data with added random noise under the FNWN and GGMWN noise models to further verify the effectiveness of the WVS algorithm. The velocity values of the denoised data and simulated data are shown in Figure 6. The statistical results of the difference between the velocity uncertainty values after denoising and the true velocity uncertainty values are shown in Figure 7.
Table 3 Comparison between the accuracy evaluation index results of simulation data denoising results and actual values.

<table>
<thead>
<tr>
<th>Method</th>
<th>diff_RMSE (mm)</th>
<th>diff_SNR (db)</th>
<th>diff_CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>WVS</td>
<td>0.19</td>
<td>-0.80</td>
<td>-0.02</td>
</tr>
<tr>
<td>CEEMDAN</td>
<td>1.10</td>
<td>-1.92</td>
<td>-0.20</td>
</tr>
<tr>
<td>EMD</td>
<td>1.07</td>
<td>-1.88</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

Fig. 6 Comparison results of velocity after noise reduction in WVS/CEEMDAN/EEMD/EMD simulation data.

Fig. 7 Comparison results of velocity uncertainty after noise reduction in WVS/CEEMDAN/EEMD/EMD simulation data.
Figures 6 and 7 show the WVS results comparing with the other three denoising methods. WVS is the closest to the true value of velocity and velocity uncertainty under FNWN and GGMWN model estimation. This indicates that the WVS method can maintain the integrity of the original model (i.e. stochastic noise properties). However, CEEMDAN method has poor removal effect on FNWN and GGMWN colored noise.

In addition, the velocity uncertainty value can reflect the absolute error in the station velocity, while the ratio L of station velocity to velocity uncertainty reflects its relative error: a large ratio means small confidence in estimate (Montillet et al., 2015). Finally, the velocity/ (velocity uncertainty) ratio L of the real signal is compared with the ratio L estimated by the four denoising methods, as an experimental reference for the measured data. The results with the ratio L are shown in Figure 8. Under the FNWN and GGMWN models, the denoised ratio L of the WVS method is closer to the real signal ratio L than other methods. This shows that the velocity and velocity uncertainty results obtained by the denoising WVS method are the most reliable.

3.3. APPLICATION OF WVS FOR GNSS TIME SERIES DE NOISING ANALYSIS.

We now analyze the daily time series from the Extended Solid Earth Science ESDR System (WNAM_Clean_TrendNeuTimeSeries_comb.zip, Bock et al., 2021). The distribution of the selected 100 GNSS sites is shown in Figure 9. Select the vertical direction time series with time interval 2008-2022. The EMD, EEMD, CEEMDAN and WVS methods are then applied. The parameter settings for the algorithm are the same as those in the simulations.

Due to the unknown true signal for each site, the RMSE, SNR and CC cannot be used as indicators to evaluate the time series noise reduction. Therefore, we rely on the ratio L defined in the previous section (Montillet et al., 2015), as using the Hector software, we calculate the estimated velocity uncertainty values before and after noise reduction using the previous selected stochastic noise models (i.e. FNWN and GGMWN), and conduct statistical comparative analysis. The statistical results are shown in Figure 10.
As shown in Figures 10 with the FNWN model, all four methods effectively reduce the velocity uncertainty. The velocity uncertainty of the WVS method after denoising is on average reduced by about 0.16 mm/a compared to the velocity uncertainty of the original time series, while CEEMDAN, EEMD and EMD are reduced by about 0.26 mm/a, 0.26 mm/a and 0.24 mm/a, respectively. Similarly, to the distribution of velocity uncertainty for the FNWN noise using the simulated data in Figure 7, in the velocity estimated by CEEMDAN, EEMD and EMD after denoising may be overestimated. With the GGMWN noise model, the velocity uncertainty of the WVS method after denoising is on average reduced by about 0.12 mm/a compared to the velocity uncertainty of the original time series, while CEEMDAN, EEMD and EMD are increased by about 0.39 mm/a, 0.42 mm/a, 0.47 mm/a, respectively. The fact that the velocity uncertainty of the WVS method is reduced and the velocity uncertainty of the other methods is increased shows that the WVS method is more reliable in removing GGMWN noise. It can lead to accurate station velocity values. To determine whether the estimated velocity uncertainty values are reliable, the ratio L estimated before and after denoising, is calculated for the WVS and the other three methods. The comparison results are displayed in Figure 11.

In Figure 11, for the FNWN noise model, about 95% of the sites show an increase in the relative error of the time series after WVS denoising compared to without denoising them. The ratio is smaller compared to the other three denoising methods. For the GGMWN noise model, the relative error L of the time series after WVS denoising increases compared to the original time series, while the other methods show a decrease in the ratio of the denoised time series. The conclusion obtained is the same as that in Figure 8, indicating that the WVS method can effectively identify FNWN and GGMWN noise and extract useful information from the original time series, providing accurate station velocity values in practical applications compared to the other three methods.

4. CONCLUSION

This article addresses issues such as excessive or insufficient decomposition in VMD due to inappropriate choices of the decomposition mode number k and the penalty factor \( \alpha \). We propose a WOA optimization algorithm with envelope entropy as the objective function to improve the VMD decomposition algorithm. We reconstruct the IMFs after VMD decomposition and calculate the evaluation index values to classify high-frequency and low-frequency signals. The improved SSA algorithm using the comprehensive evaluation index is applied to secondary denoising of high-frequency signals. The effectiveness, reliability and applicability of the WVS method are validated using i) simulated time series with FNWN and GGMWN stochastic noise models, and ii) the vertical component of the daily position of the GNSS station for 100 sites located on the US West Coast. The main conclusions are as follows:
1. An open-source WVS software is designed, which takes advantage of the interactive GUI interface in MATLAB. Classic denoising algorithms such as EMD, EEMD, and CEEMDAN are implemented, as well as the novel WVS denoising algorithm based on VMD, WOA, and SSA. The software also includes functions for time series simulation, data loading, and accuracy evaluation, which together form a complete GNSS time series denoising analysis tool with good interactivity.

2. The experimental results using FNWN and GGMWN stochastic noise models in the simulated time series show that the WVS method, compared to CEEMDAN, EEMD and EMD, reduced the RMSE by an average of about 0.9 mm, increased the SNR and CC by an average of ~1.09 db, ~0.18, respectively. The WVS method is the closest to the true value. We conclude that the algorithm removes better the noise and preserve useful information. The estimated velocity and velocity uncertainty values are the closest to the true values. The denoising process conserve the original time series stochastic noise model and geophysical properties.

3. Using the 100 GNSS station height time series on the US West Coast, we obtain similar results with our new algorithm. It is consistent with the simulation results. After applying the WVS, the station velocity uncertainty is reduced by an average of 0.16 mm/a.
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